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1. (a) Show that

sup
f∈Cp[−π,π]
‖f‖∞≤1

∣∣ ∫ π

−π
f(y)Dn(y) dy

∣∣ =

∫ π

−π
|Dn(y)| dy.

(b) Show that

lim
n→∞

∫ π

−π
|Dn(y)| dy =∞.

(c) Deduce from (b) that for a dense Gδ set in Cp[−π, π], supn |(Snf)(0)| =∞.

Proof. Part (a): Let X = (Cp[−π, π], ‖.‖∞), Y = C. Define the linear operator

Tn : X → Y, n ∈ N by

Tn(f) = Snf(0) =

∫ π

−π
f(y)Dn(y) dy

Note that ‖Tnf‖ ≤
[ ∫ π

−π
|Dn(y)| dy

]
‖f‖∞ which implies ‖Tn‖ ≤

∫ π

−π
|Dn(y)| dy. Since

Dn(y) has a finite number of zeros, g = sgn Dn(y) has a finite number of jump discon-

tinuities. Therefore by modifying it on a small neighbourhood of each discontinuities,

for given m ∈ N there exists fm ∈ X with ‖fm‖∞ ≤ 1 and sup{|(fm − g)(y)| : y ∈

[−π, π]} < 1

m
. Note that |Tn(fm)| ≥ (1− 1

m
)

∫ π

−π
|Dn(y)| dy, m ∈ N. Thus

‖Tn‖ = sup
f∈Cp[−π,π]
‖f‖∞≤1

∣∣ ∫ π

−π
f(y)Dn(y) dy

∣∣ =

∫ π

−π
|Dn(y)| dy.

Part (b): We know that

Dn(y) =


2n+ 1 if y = 0,±2π,±4π, . . . ;

sin(2n+ 1)(y
2
)

sin y
2

otherwise.

∫ π

−π
|Dn(y)| dy ≥ 2

∫ π

−π

∣∣sin(2n+ 1)(y
2
)

sin y
2

∣∣ dy
1
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≥ 4

∫ (2n+1)π
2

0

| sin y|
y

dy

≥ 4
n∑
k=1

∫ kπ

(k−1)π

| sin y|
kπ

dy

≥ 8

π

n∑
k=1

1

k

Thus

lim
n→∞

∫ π

−π
|Dn(y)| dy =∞.

Part (c): Using part (b) and (a) we have ‖Tn‖ → ∞. Now by an application of

Uniform Boundedness Principle to the family {Tn : X → Y : n = 1, 2, . . .} of bounded

linear maps there exists a dense Gδ set D in X such that for all f ∈ D we have

sup
n
|(Snf)(0)| =∞.

2. Let f : [−π, π] → R be continuous with f(−π) = f(π) extend f to R by periodicity

conditions. Assume that for some α > 1
2

we have∫ π

−π

∣∣f(x+ h)− f(x)

hα
∣∣2 <∞.

Show that
∞∑

n=−∞

|f̂(n)| <∞.

Proof. Define gh(x) = f(x+ h)− f(x), x ∈ [−π, π] and h ∈ R. Observe that

ĝh(n) = (einh − 1)f̂(n), h ∈ R and |ĝh(n)| = 2| sin nh
2
||f̂(n)|

By hypothesis, there exists M ≥ 0 such that

∫ π

−π
|gh(x)|2 dx = Mh2α.

Now Parseval’s identity yields

2π
∞∑
−∞

|ĝh(n)|2 = Mh2α.

2
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Then

2π
∞∑
−∞

4| sin nh
2
|2|f̂(n)|2 = Mh2α.

Choose h =
π

2k
for arbitrary but fix k ∈ N and 2k−1 ≤ |n| < 2k which implies

π

4
≤ |n|h

2
<
π

2
. Then | sin(

|n|h
2

)|2 = | sin(
nh

2
)|2 ≥ 1

2
and

∞∑
−∞

|f̂(n)|2 ≤ M

4π
(
π

2k
)2α.

By Cauchy Schwarz inequality,∑
2k−1≤|n|<2k

|f̂(n)| ≤ (
∑

2k−1≤|n|<2k

12)
1
2 (

∑
2k−1≤|n|<2k

|f̂(n)|2)
1
2

≤ (2k − 2k−1)
1
2

[M
4π

(
π

2k
)2α
] 1

2

=

√
Mπα−

1
2

2
3
2

1

2(α− 1
2
)k

By taking summation over k ∈ N it follows that (in addition use the fact that |f̂(0)|2 <
∞⇒ |f̂(0)| <∞),

∞∑
n=−∞

|f̂(n)| <∞.

3. Let

V1 = {f : R→ C : f(t) =
∞∑

k=−∞

akχ[k,k+1)(t)}

with
∞∑

k=−∞

|ak|2 <∞ and

V0 = {g : R→ C : f(t) =
∞∑

k=−∞

bkχ[ k
2
, k+1

2
)(t)}

with
∞∑

k=−∞

|bk|2 <∞. Find a relation between V1 and V0 like V0 ⊂ V1 or V1 ⊂ V0. Let

W0 be the orthogonal difference. Show that W0 = closed linear space{φ(t− k) : k ∈
Z} for a suitable orthonormal family {φ(t− k) : k ∈ Z}.

3
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Proof. Let f ∈ V1. Then f(t) =
∑∞

k=−∞ akχ[k,k+1)(t) with
∞∑

k=−∞

|ak|2 < ∞. Define

for k ∈ N,

g(t) :=

b2k = ak if k ≤ t < k + 1
2
;

b2k+1 = ak if k + 1
2
≤ t < k + 1.

Then g ≡ f and g ∈ V0. Thus V1 ⊂ V0.

Let g ∈ W0 = V0 	 V1. Then g(t) =
∑∞

k=−∞ bkχ[ k
2
, k+1

2
)(t) with

∞∑
k=−∞

|bk|2 < ∞ and

g ⊥ V1. This implies g ⊥ fk = χ[k,k+1) for each k ∈ Z. This orthogonality gives

us b2k + b2k+1 = 0 for each k ∈ N. Then {ek(t) =
1√
2

[χ[k, 2k+1
2

) − χ[ 2k+1
2

, k+1)](t) :

k ∈ Z} is a suitable orthonormal family in W0 such that span{ek(t) =
1√
2

[χ[k, 2k+1
2

)−

χ[ 2k+1
2

, k+1)](t) : k ∈ Z} = W0.

4. Let f ∈ L2(R) be such that Qf ∈ L2(R) where (Qf)(t) = tf(t). Let ψ ∈ C∞(R) be

such that ψ(t) = 1 for |t| ≤ 1 and 0 for |t| ≥ 2, 0 ≤ ψ ≤ 1. Define fn(t) = ψ(
t

n
)f(t).

Show that

lim
n→∞

[‖fn − f‖2 + ‖Qfn −Qf‖2] = 0.

Proof. Note that fn(t) − f(t) → 0 as n → ∞ (pointwise) and |(fn − f)(t)|2 =

|ψ(
t

n
)− 1|2|f(t)|2 ≤ |f(t)|2 (0 ≤ ψ ≤ 1). Since |f |2 ∈ L1(R), by applying dominating

convergence theorem we have ‖fn − f‖2 → 0. Similarly, (Qfn)(t) − (Qf)(t) → 0

(pointwise) and |(Qfn − Qf)(t)|2 = |ψ(
t

n
) − 1|2|t|2|f(t)|2 ≤ |t|2|f(t)|2 (0 ≤ ψ ≤

1). Since |Qf |2 ∈ L1(R), by applying dominating convergence theorem we have

‖Qfn −Qf‖2 → 0.

5. Let f ∈ L1(R) with f(t) = 0 for |t| ≥ k for some k, Define g : C → C by g(z) =∫ k
−k f(t)e−itzdt. Show that g is analytic and calculate g′(z).

Proof. Let z = x+ iy and g(z) = u(x, y) + iv(x, y). From the expression of g we can

write

u(x, y) =

∫ k

−k
etyf(t) cos tx dt and v(x, y) = −

∫ k

−k
e−tyf(t) sin tx dt.
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Then it is easy to verify that all partial derivatives ux, uy, vx, vy exist and continuous

ux = vy and uy = −vx (Cauchy Reimann Equations) at all (x, y) ∈ R2. So g is an

entire function and its derivative at any point is given by

g′(z) = ux(x, y) + ivx(x, y)

= −
∫ k

−k
tetyf(t) sin tx dt− i

∫ k

−k
tetyf(t) cos tx dt

= −i
∫ k

−k
tetyf(t)e−itx dt

= −i
∫ k

−k
tf(t)e−itz dt.

6. Let A = [−2π,−π] ∪ [π, 2π], ek(t) =
e−itk√

2π
for k ∈ Z. Show that {ek : k ∈ Z} is ONB

for L2(A).

Proof. Let k,m ∈ Z with m > k

〈e
−itk
√

2π
,
e−itm√

2π
〉L2(A) =

1

2π
[

∫ −π
−2π

ei(m−k)t dt+

∫ 2π

π

ei(m−k)t dt]

=
1

2π
[
eit(m−k)

i(m− k)
]−π−2π +

1

2π
[
eit(m−k)

i(m− k)
]2ππ = 0.

Further, it is clear that 〈e
−itk
√

2π
,
e−itk√

2π
〉L2(A) = 1.

7. Let f ∈ L1[1,∞). Show that there exists ak in [k, k + 1] such that f(ak) → 0 as

k →∞. Note that ak →∞.

Proof. Define ck := inf
x∈[k,k+1]

|f(x)|. For given ε > 0,

Case 1: if there exists k0 ∈ N such that ck < ε for all k ≥ k0, then ck → 0. Thus

there exists ak ∈ [k, k+ 1] for each k ∈ N such that |f(ak)| < ε for k ≥ k0. Hence the

result follows in this case.

Case 2: if there does not exists any k0 ∈ N such that ck < ε for all k ≥ k0, then ck ≥ ε

for infinitely many k ∈ N and which contradicts to f ∈ L1[1,∞).
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8. Let f ∈ L1(R), f is absolutely continuous and f ′ ∈ L1(R). Find a relation between

f̂(s) and f̂ ′(s) and prove your claim.

Proof. Since f is absolutely continuous on R, for any t ∈ R we have

f(t) = f(0) +

∫ t

0

f ′(t).

Since f ′ ∈ L1(R) the following limits exist

lim
t→±∞

f(t) = f(0) + lim
t→±∞

∫ t

0

f ′(t).

The above limits must equal to zero because of f ∈ L1(R), otherwise, if lim
t→∞

f(t) =

L 6= 0, then |f(t)| > L

2
for all t large enough which contradicts to f ∈ L1(R).

Similarly, lim
t→−∞

f(t) = 0. Now using these limits in the following integration by parts

we have

f̂ ′(s) =

∫ ∞
−∞

f ′(t)e−istdt = f(t)e−ist
∣∣∞
t=−∞ −

∫ ∞
−∞

f(t)
d

dt
e−istdt

= is

∫ ∞
−∞

f(t)e−istdt = isf̂(s).

9. Let µ be a complex valued measure on R with λ(R) <∞ where

λ(R) = sup
{∑

j

|µ(Ej)| : E1, E2, . . . is a partition of R}.

(a) Show that A = {x : µ({x}) 6= 0} is a countable subset of R.

(b) Show that

lim
T→∞

1

2T

∫ T

−T
|µ̂(t)|2dt =

∑
A

|µ({x})|2.

Proof. Note that A =
⋃∞
n=1{x : |µ({x})| > 1

n
}. Let us denote Bn = {x : |µ({x})| >

1

n
} for each n ∈ N. We claim that the set Bn for each n ∈ N is a finite set. Suppose if

possible Bn is not a finite set, then there exists a countable infinite subset {x1, x2, . . .}
of Bn. Say Ej = {xj}, j = 1, 2, . . . . Since xj ∈ Bn, we have |µ(Ej)| >

1

n
which implies

6
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∞∑
j=1

|µ(Ej)| =∞ but by hypothesis
∞∑
j=1

|µ(Ej)| <∞ (beacuse E1, E2, . . . ,R \
⋃∞
j=1Ej

is a partition of R). Thus Bn is a finite set for each n ∈ N and A is a countable union

of finite sets. Hence A is a countable set.

Let us denote µ({xj}) = aj. Since A is countable set, we can write µ =
∑

k akδxk

where δxj is the Dirac measure for each j. By the definition of Fourier transform for

finite measure we have

µ̂(t) =

∫ ∞
−∞

e−itx dµ(x) =
∑
k

ake
−ixkt.

Then

|µ̂(t)|2 = (
∑
k

ake
−ixkt)(

∑
j

āje
ixjt) =

∑
k

|ak|2 +
∑
k 6=j

akaje
−i(xk−xj)t.

Integrating over the interval [−T, T ] and scaling by
1

2T
, we obtain

1

2T

∫ T

−T
|µ(t)|2 dt =

∑
k

|ak|2 +
∑
k 6=j

akaj
2T

∫ T

−T
e−i(xk−xj)tdt

where, by Fubini’s theorem, we can interchange summation and integration since∑
k 6=j |akaj| <∞. Observe that

lim
T→∞

1

2T

∫ T

−T
e−i(xk−xj)tdt = 0, k 6= j.

An application of the dominated convergence theorem, we can compute the limit as

T →∞ term-by-term to obtain the desired conclusion.

10. Find Fourier transform of

(a) e−
x2

2

(b) xn e−
x2

2 , n = 1, 2, . . .

(c) χ[a,b]

(d)
x

x2 + 1
. Note that this function is not in L1.

7



Kalpesh Haria Solution Set

Proof. Part (a): Since power series converge uniformly within all circles of conver-

gence, and termwise integration is valid for uniformly convergent series,

f̂(s) =

∫ ∞
−∞

e−
x2

2 e−ixs dx

=

∫ ∞
−∞

[ ∞∑
n=0

(−ixs)n

n!

]
e−

x2

2 dx

=
∞∑
n=0

(−is)n

n!

∫ ∞
−∞

e−
x2

2 xn dx

The integal value is zero if n is odd; if n = 2m, then an application of Gamma

function yields the following∫ ∞
−∞

e−
x2

2 x2m dx =
√

2π
(2m)!

m!2m
.

Replacing these facts in the above expression it follows that

f̂(s) =
√

2πe−
s2

2 .

Part (b): Recall that x̂nf(x)(s) = in
dn

dsn
f̂(s). Then using part (a) we have x̂ne−

x2

2 (s) =

in
dn

dsn
√

2πe−
s2

2 .

Part (c): For s 6= 0,

χ̂[a,b](s) =

∫ ∞
−∞

χ[a,b]e
−isx dx

=

∫ b

a

e−isx dx =
[e−isx
−is

]b
a

=
e−isa − e−isb

is
;

when s = 0, then χ̂[a,b](0) = b− a.

Part (d): Define fn(x) =
x

x2 + 1
χ[n,n+1](x) for n ∈ N. We know that fn ∈ L1(R) ∩

L2(R). The Fourier transform of fn is given by

f̂n(s) =

∫ ∞
−∞

f(x)χ[−n,n](x)e−isx dx

=

∫ n

−n
f(x)e−isx dx

8
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=

∫ n

−n

xe−isx

x2 + 1
dx

=

∫ n

−n

x(cos sx− i sin sx)

x2 + 1
dx

= −2i

∫ n

0

x sin(sx)

x2 + 1
dx.

Now using the definition of Fourier transform for L2(R) we have the following limit

pointwise a.e. on R,

f̂(s) = lim
n→∞

f̂n(s)

= −2i lim
n→∞

∫ n

0

x sin(sx)

x2 + 1
dx

= −2i

∫ ∞
0

x sin(sx)

x2 + 1
dx

= −2i

∫ ∞
0

x sin(sx)

x2 + 1
dx

= −2i
πe−s

2
(for s > 0)

= −iπe−s.

Observe that for s < 0, f̂(s) = −f̂(−s) = iπes. Thus f̂(s) = −iπ sgn(s)e−|s|.
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